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Fig.1. MEAD overview. MEAD is a large-scale, high-quality audio-visual dataset
with rich affective data, diversified speakers and multiple perspectives.
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Abstract. The synthesis of natural emotional reactions is an essential
criterion in vivid talking-face video generation. This criterion is neverthe-
less seldom taken into consideration in previous works due to the absence
of a large-scale, high-quality emotional audio-visual dataset. To address
this issue, we build the Multi-view Emotional Audio-visual Dataset
(MEAD), a talking-face video corpus featuring 60 actors and actresses
talking with eight different emotions at three different intensity levels.
High-quality audio-visual clips are captured at seven different view an-
gles in a strictly-controlled environment. Together with the dataset, we
release an emotional talking-face generation baseline that enables the
manipulation of both emotion and its intensity. Our dataset could bene-
fit a number of different research fields including conditional generation,
cross-modal understanding and expression recognition. Code, model and
data are publicly available on our project page.i

Keywords: Video Generation; Generative Adversarial Networks; Representa-
tion Disentanglement

1 Introduction

Talking face generation is the task of synthesizing a video of a talking face condi-
tioned on both the identity of the speaker (given by a single still image) and the
content of the speech (provided as an audio track). A major challenge in this task
is constituted by the fact that natural human speech is often accompanied by
several nonverbal characteristics, e.g. intonations, eye contact and facial expres-
sions, which reflect the emotion of the speaker [11,54]. State-of-the-art methods
are able to generate lip movements in perfect synchronization with the audio
speech [6, 58], but the faces in such videos are often emotionless and sometimes
even impassive. Either the faces are devoid of any emotion or there is a distinct
mismatch between the facial expression and the content of the audio speech.

A considerable number of recent advancements in the task of talking-face
generation are deep learning based methods [6, 52, 57, 58], where data has a
significant influence on performance. We argue that the absence of a large-scale,
high-quality emotional audio-visual dataset is the main obstacle to achieve vivid
talking-face generation. As shown in Tab. 1, the available datasets are very
limited in the diversity of the speakers, the duration of the videos, the number of
the view-angles and the richness of the emotions. To address this issue, we build
the Multi-view Emotional Audio-visual Dataset (MEAD), a talking-face video
corpus featuring 60 actors talking with eight different emotions at three different
intensity levels (except for neutral). The videos are simultaneously recorded at
seven different perspectives in a strictly-controlled environment to provide high-
quality details of facial expressions. About 40 hours of audio-visual clips are
recorded for each person and view.

https://wywu.github.io/projects/ MEAD /MEAD.html
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Table 1. Comparison of datasets. We compare with recent high-quality audio-
visual datasets that are built in controlled environments. The symbol ”#” indicates
the number. The “Avg Dura” means average audio/video duration time per speaker.

Dataset Avg Dura #Actor #Emo #View #Intensity Resolution #Clips

SAVESS [23] | 7min 21s 4 7 1 1 1280 x 1024 480
RAVDESS [32]| 3min 42s 24 8 1 2 1920 x 1080 7,356
GRID [9] | 18min 54s 34 - 1 - 720 x 576 34,000
Lombard [1] | 4minls 54 - 2 - 854 x 480 10,800
CREMA-D [4]| N/A 91 6 1 3(only 1/12) 1280 x 720 7442
Ours 38min 57s 60 8 7 3 1920 x 1080 281,400

A fundamental design choice for emotional talking-face corpus is the choice
between (i) the in-the-wild approach [7,39], i.e. annotating videos gathered from
sources such as the Internet and (ii) the controlled approach [29,33], i.e. recording
coordinated performers in a constant, controlled environment. It is easy to scale
up with the in-the-wild approach, but the data suffer from inconsistency in
both the quality of the audio/video and the annotation of emotions [35]. The
controlled approach, on the other hand, ensures the quality of the data but takes
considerably higher costs to build. MEAD is an effort to build a dataset that is at
the same time abundant in quantity and consistently good in quality. As far as we
know, our dataset is the largest controlled dataset in terms of the number of video
clips. In order to ensure the naturalness of the performed emotions, our data
acquisition pipeline is carefully designed from the selection of actors/actresses
to the performance feedback and correction. A team led by a professional actor
guide the participants to speak in natural and accurate emotional status. To
ensure the quality of the audio, we carefully select emotionally consistent speech
texts that cover different phonemes.

Together with the dataset, we propose an emotional talking face generation
baseline that enables the manipulation of the emotion and its intensity. A two-
branch architecture is designed to process the audio and emotional conditions
separately. Specifically, one of the branches is responsible for mapping audio to
lip movements and the other branch is responsible for synthesizing the desired
emotion on the target face. Finally, the intermediate representations are fused
in a refinement network to render the emotional talking-face video.

In summary, our contributions are twofold:

— We build a large-scale, high-quality emotional audio-visual dataset MEAD,
which is the largest emotional audio-visual corpus in terms of the number of
video clips and viewpoints.

— Together with the dataset, we propose an emotional talking face genera-
tion baseline that enables the manipulation of the emotion and its intensity.
Extensive experiments measure video generation and emotion manipulation
performance for future reference.
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2 Related Work

Talking-Face Generation. Talking-face generation is a long-standing prob-
lem [14,31,36] which is gaining attention [15,49, 51]. Researchers’ current focus
is mainly on improving the realisticness of the generated videos. Chung et al. [8]
proposes the Speech2Vid model to animate static target faces. Zhou et al. [58]
adopted a representation disentanglement framework to drive different identities
to utter the same speech contents. Chen et al. [6] used a cascade GAN approach
to improve the temporal continuity of the generation. Song et al. [48] propose
an audio-driven talking face generation method to solve head pose and identity
challenges by utilizing 3D face model. However, how to manipulate the emotion
in generated talking-face is still an open question.

Emotion Conditioned Generation. Emotion conditioned image generation
has been advancing under the inspiration of recent progress in unsupervised
image translation [22,30,43,55,60]. These frameworks are able to transfer ex-
pression according to specified emotion categories. However, obvious artifacts
are frequently observed in dynamic changing areas in the results. Pumarola et
al. [42] propose the GANimation model, which is based on an unsupervised
framework to describe expressions in a continuous rather than discrete way, rep-
resenting facial expressions as action units activations. Ding et al. [12] designed
a novel controller module in an encoder-decoder network to adjust expression
intensity continuously, however, the method is not explicit enough for more fine-
grained control. Several works have also studied the generation of emotional
talking sequences as well. Najmeh et al. [46] introduces a conditional sequential
GAN model to learn the relationship between emotion and speech content, and
generate expressive and naturalistic lip movements. Konstantinos [52] uses three
discriminators to enhance details, synchronization, and realistic expressions like
blinks and eyebrow movements. Both of the methods could basically capture
the facial movements related to emotion categories, however, the emotion ma-
nipulation is completely determined by the speech audio, and cannot be more
delicate to achieve manipulation in different intensities. Although some works
[5,13,25,59] have proposed thought-provoking solutions towards this problem
from a 3D facial animation perspective, the lack of suitable emotional audio-
visual dataset still hinders further progress.

Emotional Audio-visual Dataset. There are some high-quality in-the-lab
audio-visual datasets [1,3,9], but none of these take emotion information into
consideration in design. The SAVEE [23] dataset is one of the datasets that
considers emotion in speech. But only 4 actors are featured to read the designed
TIMIT corpus [16]. Some datasets annotated not just emotion categories but
also the intensities. AffectNet [38] and SEWA [28] included continuous intensity
annotations based on dimensional model valence and arousal circumflex [45].
There are also datasets with discrete emotion intensity annotations. CREMA-D
dataset [4] contains affective data with three intensity levels. Actors are required
to express each emotion in two intensities when collecting data for RAVESS
dataset [32]. However, the limited number of recorded sentences makes it hard
for networks trained on it to generalize to real-life applications.
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3 MEAD

In order to ensure the naturalness of the performed emotions, our data acqui-
sition pipeline is carefully designed from the selection of actor/actresses to the
performance feedback and correction. A team led by a professional actor guide
the participants to speak in natural and accurate emotional status. To ensure
the quality of the audio, we carefully select emotionally consistent speech texts
that cover different phonemes.

3.1 Design Criteria
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Fig. 2. Vowel and consonant distribution. Although we design different corpora
for different emotions, for simplicity, we demonstrate the distribution for all emotion
categories. The distribution of our corpus is basically consistent with that of frequently
used 3000 words in [10].

Definition of Emotion Categories and Intensities. We use eight emotion
categories following [32] and three levels of emotion intensity which is intuitive
to human understanding. More intensity levels would be hard to distinguish and
cause confusion and inconsistency in data acquisition. The first level is defined
as weak, which describes delicate but detectable facial movements. The second
level medium is the normal state of the emotion, which stands for the typical
expression of the emotion. The third level is defined as strong, which describes
the most exaggerated expressions of this emotion, requiring intense movements
in related facial areas.

Design of the Speech Corpus. For audio speech content, we follow the
phonetically-diverse speech corpus TIMIT [16], which is originally designed in
automatic speech recognition [19,40,50]. We carefully select the sentences cov-
ering all phonemes in each emotion category, and the sentences in each emotion
category is divided into three parts: 3 common sentences, 7 emotion-related sen-
tences, and 20 generic sentences. We provide more details of the speech corpus
in supplementary materials.
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3.2 Data Acquisition

In the data acquisition process we mainly consider the following two aspects.
First, the captured emotion should be natural and stable during talking. Second,
the three levels of emotion intensities should be distinguishable. A guidance team
led by a professional actor oversees the process.

Speaker Selection. We recruit fluent English speakers aged from 20 to 35 with
previous acting experience. To evaluate the skills of the actors, video samples
of each emotion in different intensities performed by the professional actor is
recorded and the candidates are required to imitate the expressions in the videos.
The guidance team evaluated the performance of each speaker according to the
imitation result to ensure the main features of emotions are expressed correctly
and naturally.

Recording Before the recording begins, training courses are offered to help the
speaker get into desired emotional status. We require the speakers to express
different emotions spontaneously in their mother tongue to help them release
tension. Then, an emotion-arousal session helps the speakers raise their emo-
tional status so that the speakers can manage extreme expressions in level 3.
During the recording, the guidance team arranges recording order of the dif-
ferent intensities to suit each speaker. Most of the speakers are recorded in the
order of weak, strong and medium, as it will be easier to master medium intensity
when the speaker is aware of the two extremes of one emotion.

Supervision and Feedback. During the recording, the guidance team would
provide supervision from both emotion and speaking perspectives. In terms of
emotion, the expression must cover all the features of the corresponding category,
and the expressiveness should be consistent with the given intensity. Meanwhile,
the speaker is requested to read the whole sentence with no pause and no pro-
nunciation error. The guidance team would make the final judgment of whether
the clip is qualified or not. In general, it would take the speaker two or three
times to finish a qualified clip when first switching to another emotion category.

3.3 Analysis and Comparison

In this section, we show statistics of MEAD and compare with related datasets.
Analysis of the Speech Corpus. We keep track of the number of occur-
rences of different phonemes, including 15 vowels and 24 consonants based on
the ARPAbet symbol set [27]. The distributions of vowels and consonants are
shown as Fig. 2. Our corpus fully covers all vowels and consonants, and their
occurrence frequency intuitively accords with the frequency of daily usage [10].
In RAVDESS [32], GRID [9], Lombard [1] and CREMA-D [4], the speech cor-
pora have been greatly simplified, e.g. RAVDESS [32] uses only two sentences,
GRID [9] and Lombard [1] use fixed sentence patterns, and CREMA-D [4] pro-
vides only 12 sentences for each emotion. These corpora are much less diverse
than the TIMIT [16] corpus used by SAVEE [23] and our dataset. In our dataset,
30 sentences are used for each of the 7 basic emotion categories and 40 for the
neutral category. Please refer to the supplementary materials for more details.



MEAD 7

Analysis of the Audio-Visual Dataset. We demonstrate the quantitative
comparison in Tab. 1. To enable the manipulation of emotion and its intensity
in a more fine-grained way, our dataset is designed to contain neutral and 7
basic emotions including 3 intensity levels. The emotion categories are designed
following [32], but our dataset provides 3 intensity levels for each emotion addi-
tionally. Thus, compared to recent datasets [23,32], our dataset provides richer
emotion information. Another feature of MEAD is the inclusion of multi-view
data. We place 7 cameras at different viewpoints to capture our portrait videos
simultaneously, the detailed set-up is shown in supplementary. The viewpoint
number is the largest among recent audio-visual datasets. The AV Digits [41]
database is recorded from three angles (front, 45-degree, and profile), and the
Ouluvs2 [2] dataset extends the view setting of the former to five for more fine-
grained coverage. The Lombard [1] dataset and TCD-TIMIT [17] dataset only
provide the front and side views. [9,23,32] provide data captured from the front
view only. In terms of resolution, our dataset provides videos in the resolution
of 1920 x 1080, which can be used in high fidelity portrait video generation.
Similar to recent datasets [1,9,23,32], our audio sample rate is 48 kHz and video
frame rate is 30. Note that SAVEE provides video data of fps 60, which is higher
than that of us. However, many video feature extraction networks [53] usually
downsample video frames of 30 fps. Thus, we adopt 30 fps which is sufficient for
many video tasks like emotion recognition and portrait video generation.

3.4 Evaluation.

We design a user study to evaluate the quality of our dataset, specifically, to
examine if (i) the emotion performed by actors can be correctly and accurately
recognized and (ii) the three levels of emotion intensity can be correctly distin-
guished. A hundred volunteers are gathered from universities for this experiment.
The age range of the participants is from 18 to 40. We randomly selected six
actors’ data from MEAD for the user study, the testing data includes four males
and two females.

Two types of experiments are conducted, namely emotion classification and
intensity classification. For each type of experiment, two kinds of evaluations are
performed — one on normal videos and the other on silenced videos. For emotion
classification, we prepare test videos with varying emotion intensities in random
order and the user needs to select one of 8 emotion categories. This evaluation
is conducted 144 times for each user. The results of the silent video experiment
are shown in Tab. 2, where the ”Generated” stands for the user study results of
the videos generated by our proposed baseline. It demonstrates that most of the
testing video convey correct emotion to users. In emotions such as angry, happy
and sad, we get an accuracy rate of over 0.90, while the results in neutral is
much less satisfying, as the neutral expression is much easier to be in confusion
with delicate emotional expressions in level 1. Considering that the intensity of
emotion could affect the perception of the category of the emotion, we design the
intensity classification experiment as follows: three videos of different intensities
of one emotion is displayed in random order, and the participants are required
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Fig. 3. Architecture of our baseline method. The overview of our emotional con-
trollable talking-face approach. Our method includes three modules to drive the input
neutral portrait image, audio clip and controllable emotion condition vector to obtain
the output speech video.

to give the correct order from weak to strong. This experiment is conducted 42
times for each participant. From the results shown in the upper part of Tab. 3, we
can observe that progressive emotion intensities are well distinguishable. Level
1 and level 2 are sometimes confused on some difficult emotions like disgust and
contempt. More details about the user study can be found in the supplementary
materials.

4 Emotional Talking-Face Baseline.

Based on MEAD, we propose an emotional talking-face generation baseline that
is able to manipulate emotion category and emotion intensity in talking-faces.
The overview of our generation approach is depicted in Fig 3. A two-branch ar-
chitecture is designed to process the audio and emotional conditions separately.
Specifically, the audio-to-landmarks module maps the audio to lip movements
and neutral-to-emotion transformer synthesizes the desired emotion on the up-
per face of the target. Finally, the intermediate representations are fused in
a refinement network to render the emotional talking-face video. The training
phase requires three inputs, namely the input audio feature a;,, the identity-
specifying image 1;, and a target emotional image I;. Note that only the first
two inputs are required in the testing phase.
Audio-to-Landmarks Module. We extract the D-dim Mel-Frequency Cep-
stral Coefficients (MFCC) feature from the input audio. A one-second temporal
sliding window is used to pair audio features with video frames. The sample rate
for the audio feature is set as 30, same as the video frame rate.

The audio feature is fed into the audio-to-landmarks module, which is com-
posed of a long short term memory (LSTM) [21] module followed by a fully
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connected layer. A heatmap of the lower face H,, is formed by the output land-
marks coordinates as shown in Fig 3. We formulate the regression loss of the
audio-to-landmark module as:

L""eg = ||A(ain) - lp||2, (1)

where A(a;,) and [, are the predicted and ground truth mouth landmark coor-
dinates respectively. Both A(a;,) and [, are dimension-reduced representation
by applying PCA.
Neutral-to-Emotion Transformer. Emotional image I; is expected to be
obtained based on the input neutral image I;, and emotion status vector y,
specifically, ¥ = Yem @ ¥in is the concatenation of two one-hot vectors: emo-
tion category ¥e,, and emotion intensity 1;,. The module is composed of an
encoder-decoder architecture where the encoder and decoder are constructed by
symmetric 6-layer residual blocks [18] and 4 convolutional layers. We expand the
emotion status vector y to the width and height of neutral face image I;, and
concatenate them along the color channel as the input of our neutral-to-emotion
transformer [42].

‘We supervise the neutral-to-emotion transformer with the reconstruction loss
L. and perceptual loss [47] L.opn1 as follows:

Lyce = >\rec||It - T(Iln|y)”1 (2>
Leont = HVGGz(T(Izn|y)) - VGGZ(It)Hl?
where the T'(1;,|y) is the transformed emotional image, VGG, is the activation
layer for specific layer ¢ on pre-trained VGG_16 [47] model. We can transform
the neutral face into a face with input emotion category and intensity to achieve
the emotion manipulation on the upper face.
Refinement Network. A refinement network is used to produce the final high-
resolution face image I, conditioned on the input lower face heatmap H,, and
the generated emotional upper face image T'(1;,|y). A U-Net [44] structure is
adopted as the generator in this module. To generate realistic talking sequences
with natural emotion, we first reconstruct the mouth region with the supervision
of the target emotional image I;, and then constrain a content loss between the
output image and I; on the whole face. The mouth reconstruction loss and the
content loss are defined as:

Lmou = )\TECHM(It) - M(G(T(Iln|y)a Hm))”l

Leomz = |[VGG(G(T(Lnly). Hy)) — VGG, ®)

where M stands for a mouth area crop function and G is the generation network.
We adopt LSGAN [34] scheme to train this module with the following adversarial
loss:

Luto = 3B + 5B - DG Tl Ha)P). (@)
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Besides, we also use the total variation loss [24] to reduce the spiky artifacts
and make the output image smooth:

HW
Lev = Arv Y g1 — Logi)® + Migan) — Toap)?ll ()
i

where I,(; ;) means the (i, j) pixel of I,. To further improve the generation qual-
ity, two pre-trained classifier models, both trained by cross-entropy loss from
given labels, are used for emotion and intensity monitoring. We add two clas-
sification losses L., and L., to improve the performance of our generation
network. Therefore, the final loss function should be formulated as:

Cin

Ltotal = Lreg + Lrec + Lmou + AconLcon + Lad'u + LTV + L + Lcmv (6)

Cem

where L., is the summation of L.,,1 and Lg,,2. We empirically set all the
coefficients of loss terms as 1, except le-5 for Ay .

5 Experiments and Results

5.1 Experiment Setup

Pre-processing. We evaluate our baseline method on our proposed dataset and
set aside 20% of all collected data as the test set. For the videos, we crop and
align the face in each frame using facial landmarks detected with an open source
face alignment tool [56]. For the audios, we extract the 28-dim MFCC features.
The size of the audio features of a one-second clip is set as 30 x 28 in accordance
with the frame rate of the video.

Implementation Details. We train our network with Adam [26] optimizer
using a learning rate of 0.001, 81 = 0.5 and By = 0.999. We determine the
weight coefficients of different loss functions through empirical validation. It
takes nearly 4 hours to train the audio-to-landmark module, 24 hours to train
the emotion transformer module and another 36 hours to continue training the
result refinement module. Note that the transformer module can be trained
together with the result refinement as well, but separate training is more stable
according to experiment results. The training and testing phases are conducted
on a single Nvidia GTX1080Ti GPU with a batch size of 1.

5.2 Baseline Comparison

We compare our emotion controllable talking-face generation approach with the
following three methods.

CycleGAN [60] is an unsupervised image translation framework designed by
Zhu et al..

ADAVR [58] is an talking-face generation method based on adversarially dis-
entangled audio-visual representation proposed by Zhou et al..
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Table 2. User study on emotion category discrimination. The accuracy rate of
generated videos is nearly 10% lower compared to that of the captured videos, however,
the accuracy distributions of generated and captured videos are basically consistent.

Emotion |angry disgust contempt fear happy sad surprise neutral|mean
Captured | 0.91  0.86 0.82 0.87 0.90 093 086 0.65 |0.85
Generated| 0.75 0.76 0.67 0.79 0.81 0.85 0.78 0.52 |0.74

Table 3. User study on emotion intensity discrimination. The result is not
satisfying enough, illustrating the intensity manipulation strategy still needs further
improvement.

Groups | wrong types |angry disgust contempt fear happy sad surprised|mean
weak medium | 0.13  0.17 0.19 0.11 0.12 0.13 0.08 0.13
medium strong| 0.07  0.05 0.09 0.13 0.07 0.10 0.07 |0.08
weak strong | 0.03 0.03 0.04 0.04 0.02 0.04 0.03 |0.03
all wrong 0.02 0.01 0.02 0.01 0.01 0.02 0.00 |0.01
weak medium | 0.40 0.32 0.37 0.34 041 032 0.29 |0.35
medium strong| 0.31  0.36 0.28 0.31 0.32 0.41 0.28 0.32
weak strong | 0.10 0.08 0.09 0.12 0.07 0.09 0.09 |0.09
all wrong 0.04 0.03 0.06 0.07 0.06 0.06 0.03 |0.05

Captured

Generated

ATVGnet [6] is a hierarchical cross-modal method for talking-face generation.
Emotion Category Manipulation. This experiment attempts to generate
talking-face videos with desired emotion category. Note that all the three base-
lines mentioned above are not capable of directly controlling facial expressions
through conditional manipulation as our proposed method is. Therefore, we train
several emotion-specific models for the audio-driven methods ATVGnet [6] and
ADAVR [58], i.e. they are a set of models, each trained to generate emotional
talking-face videos of only one kind of emotion. Similarly, the CycleGANs are
each trained to translate a neutral face to a face of one specific emotion cate-
gory. In Fig. 4, our method is able to generate diversified expressions from the
input emotion categories while the audio-driven methods ATVGnet and ADAVR
do not produce convincing emotional expressions. The results produced by Cy-
cleGAN contain obvious artifacts around areas where intense modification is
needed, such as teeth, lips and eyes regions. The unpaired training style of Cy-
cleGAN also inherently impairs the temporal continuity of the produced talking-
face videos.

We also conduct an compound emotion generation experiment by first gen-
erating an intermediate image with one kind of emotion and then modifying the
mouth area with another kind of emotion in accordance with the emotion of the
input audio. Please see the supplementary materials for the interesting results.
Emotion Intensity Manipulation. This experiment attempts to generate
talking-face videos with desired emotion category and intensity. Similar to the
Emotion Catagory Manipulation experiment, ATVGnet [6], ADAVR [58] and
CycleGAN [60] are trained as emotion-intensity-specific models. Figure 5 shows
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Fig. 4. Emotion category manipulation. Comparative results of emotion category
manipulation on our dataset: three baseline methods against our method. The face re-
gions in the red rectangles contain obvious artifacts caused by rapid dynamic variation.

the intensity manipulation results. Specifically, the results from audio-driven
methods ATVGnet and ADAVR do not exhibit observable intensity distinction,
and the results of the CycleGAN exhibit slight differences between intensity
levels while being prone to generating artifacts.

5.3 Evaluation Results for Our Baseline

Generation Quality. To quantitatively evaluate the quality of our generated
portrait videos, we generate 48 portrait video clips of 8 different emotions (6 clips
each emotion) of each actor for evaluation. We first adopt an emotion-video clas-
sification network [37] which achieves state-of-the-art performance on CK+ [33]
to evaluate the emotion categories generation accuracy. Note that, the emotion
categories in our dataset are consistent with CK+, and we retrained the network
with the video data in our dataset and got the best result of accuracy 86.29%.
Then we use this model to test on our generated videos of different emotions and
got an accuracy of 86.26%, which reflects the genuineness and correctness of the
emotion videos we generated. Then, we compare FID score [20] between base-
line methods based on videos generated by same audios or videos. As shown in
Tab. 4, neutral and surprise videos get the best quality and similarity compared
to the training data. Since these baseline methods include no specified mod-
ule to generate or manipulate emotions, the generated videos either are always
recognized as neutral or contain strong artifacts which influence the evaluation
seriously, resulting in the final FID scores over 100. We also provide quantitative
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Fig. 5. Emotion intensity manipulation. Comparative results of emotion intensity
manipulation on disgust: three baseline methods against our method. The face regions
in the red rectangles contain unnatural skin texture and blurred artifacts

and qualitative results of detailed ablation study in our supplementary materials,
when different loss term in Eq.6 is removed.

Table 4. Evaluation on generation quality. FID scores of different emotion cate-
gories. The results indicates that the generated videos can clearly express discrepancy
between categories.

emotion |angry disgust contempt fear happy sad surprise neutral|mean
FID ([36.14 36.99 43.02 35.06 32.81 32.64 25.97 28.06 [33.84

Emotion Generation Accuracy. Consistent with the dataset evaluation in
Sec. 3.4, we also conduct a user study with 100 participants on our generated
videos. The study includes two aspects: the accuracy of the generated facial emo-
tion category and the accuracy of the generated emotion intensity. The emotion
category accuracy is shown in Tab. 2, and the user study results on the ground
truth video clips can be used as a reference. In general, the user study accuracy
of generated facial emotion has decreased by nearly 10% on average, however,
the accuracy distribution still mostly remains the same with the reference. Since
some emotions are hard to distinguish, e.g. fear and surprise, disqust and con-
tempt, even nearly 15% of the ground truth video clips are not rated to contain
the correct emotion. We get the overall accuracy of 0.74 in all categories, indi-
cating that our method performs well in manipulating facial emotion in portrait
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videos. As shown in Tab. 4, neutral and surprise videos get the best quality and
similarity with the training data.

Similar as the intensity experiments of the dataset, the participants are given
a sample with 3 video clips concatenated that respectively contain 3 different
intensities of the same emotion. Then, the participants are asked to rank the
emotion intensities and the accuracy is shown in Tab. 3. In Tab. 3, we note that
the different levels of “sad” is best distinguished while the levels of “fear” and
“surprised” are worst distinguished. Only about 20% of participants agree with
the comparative emotional intensities generated by our method, which proves
that our method cannot provide intensity manipulation results that are convinc-
ing enough in all categories.

6 Limitations and Future Work

Although our approach shows the ability of manipulating emotion for talking-
face generation, there still exists some limitations. First, our method cannot
disentangle emotion from input audio signal. The emotion in the lip is totally
up to the input audio, we have not achieved emotion manipulation in the lips.
The next step is to edit the whole emotional talking-face driven by neutral audio
features. Second, according to the user study results, the generation results still
need improvement in image quality and discrimination in emotion intensities.
How to measure discrimination in emotion intensities is a challenging problem.
One direction towards it is to depend on more explicit auxiliary annotations like
FACS, which will be further implemented in our dataset. Furthermore, based
on our three levels of intensity, we are getting close to achieving more accurate
emotion intensity manipulation on talking-face task. However, the inadequacy
of intensity levels in the recent datasets still forms the biggest obstacle for more
fine-grained emotion generation. Collecting more fine-grained emotion data may
requires smarter design and more complex procedure.

7 Conclusion

The generation of emotion in talking-face generation task is often neglected
in previous works due to the absence of suitable emotional audio-visual dataset.
We contribute a large-scale high-quality emotional audio-visual dataset, MEAD,
providing rich and accurate affective visual and audio information with great de-
tail. The emotional talking head generation baseline trained on MEAD achieves
the manipulation of emotion and its intensity with favorable performance com-
pared with current methods. We believe MEAD would benefit the community of
talking-face generation and other research fields such as conditional generation,
cross-modal understanding and expression recognition.
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